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The article deals with a number of approaches to the use of electrooptical systems and unmanned aerial vehicles (UAV) to solve the
tasks of live terrain surface screening, air incident spots and objects survey. The paper provides the grounds for the UAV airframe
chosen structure and the design of the electrooptical complex. The light weight, high -wing monoplane airframe structure is
suggested. Using the CNC production center, a UAV with high aerodynamic performance was developed. The UAV was fitted
with the optoelectronic system. Structural design for the airborne and ground equipment of the survey complex was developed. The
structural design comprises the forward-looking and side airborne surveillance cameras and also downward-looking cameras of
visible and infrared bands to provide the day and night vision. The downward-looking cameras of visible and infrared bands,
integrated into the UAV fuselage belly are used for the surface monitoring and survey. The flight test on the use of electrooptic
system comprised the flight on the route and automatic return using the satellite system navigation. The test showed that navigation
data correction was required. The positioning accumulative error elimination is suggested to be done via automated image
registration with the contour extraction and landmark reference. The image processing results using Canny algorithm were
presented. The recommendations on the algorithm practical application and speed of response are given. To solve the problem of
terrain on-time surveillance and monitoring the flight routes were subjected to research. Based on the experiments performed, the
recommendations were given on the electrooptic complex application and flight route plotting for the tasks of on-time search and
rescue.

Key words: electrooptical complex, unmanned aerial vehicles (UAVs), flight experiment, correction of navigation parameters,
image processing.

INTRODUCTION

At present, Unmanned Aerial Vehicles (UAVs) which are able to fly automatically on route
with precise navigation, are increasingly used for the purpose of ground and terrain monitoring [1, 2]
One of the main tasks of UAV flight is the ground monitoring and terrain survey aimed at on-time
search of the air incident spots and objects. For such cases the UAVs possess the advantage of quick
position and coordinate finding, and also of the opportunity to fly and perform tasks both in daytime
and at night.

THE CHOICE AND DESIGN OF UAV AIRFRAME AND ELECROOPTIC ON-TIME
SURVEY COMLEX STRUCTURE

For the tasks mentioned above, the performance required may be provided by the high-wing
low-weight airframe structure. The high wing airframe provides a wide range of operational
alignments, the enhanced downward-looking visibility, better terrain observation and landing
characteristics. A wide wing-span choice provides better aerodynamic performance.

The authors applied AutoCAD software to design and draft the UAV airframe. It enabled to
adjust the optimal fuselage design with the cowl compartment for video equipment and transmitters
(figure 1).
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Fig. 1. The result of the UAV airframe design with the use of AutoCAD

The light-weight structure of the wings, fuselage and tail unit was obtained using the foam
plastic cutting and CNC production center lamination. The UAV powerplant consisted of the electrical
engine AX2814 980kv with brushless speed controller Turnigy Plush 604 ¢ BEC 3A.

The flow charts were designed for the electrooptic system cameras switching sequence, and
devices for airborne (figure 2) and ground equipment were developed (figure 3).
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Fig. 2. Flow chart of airborne equipment of the complex
The airborne equipment comprises the video data transmitter, flight controller, camera selector

switch, GPS sensor, antennae, electrooptical cameras Ne 1 and Ne 2 for flight management and
surveillance cameras of visible and infrared bands.
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Fig. 3. Flow chart of control devices of the ground equipment of the complex

The complex ground equipment comprises the video data receiver, monitor, remote control,
Head Tracker (the cameraman head turn control) with the output from video receiver to the FPV (First
Person View) goggles. For navigation and precise UAV positioning the GPS sensor is installed to
monitor the surveillance complex position. The developed electrooptic complex (figure 4 a) features
video cameras with enhanced vision spectral bandwidth (figure 4 b):

Camera 1 — forward looking, connected to the flight controller system and providing the
forward visibility

Camera 2 — side looking with the turn system and Head Tracker

Such system allows to find position day and night and adjust the UAV flight en route according
to the reference set.

The surveillance equipment of the UAV are the two downward-looking cameras of infrared and
visible bands mounted at the fuselage belly (figure 4 a).

These cameras tackle the task of the surface monitoring in the infrared and visible bands.

IR camera VB camera Camera 1 Camera 2
a b

Fig. 4. Unmanned aerial vehicle with airborne and ground equipment (a) and on-board cameras
No. I and No. 2 (b)
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THE RESULTS OF ELECTROOPTIC COMPLEX FLIGHT TESTS

The experiments were performed to solve the problems of on-time terrain and surface
surveillance using the electrooptical complex at UAV flight. The flight test on the use of electrooptic
system comprised the flight on the route and automatic return using the satellite system navigation
(figure 5).
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Fig. 5. The flight path of the complex with the return to the starting point

The shots from the forward-looking camera, which fixed the landmarks were obtained within
the flight test (figure 6). The images of the terrain allow to distinguish the visible landmarks and to
carry out the surveillance tasks in near-real time.

Fig. 6. The results of the registration of images of the terrain by an optical-electronic system
when approaching the first landmark (a) and upon approaching the second landmark (b)
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Along with this, as the images obtained show, there is a deviation from the plotted route
when the GPS sensor data are being used. The UAV was supposed to fly precisely above the
landmark number 1. However, this landmark was passed with the left deviation of 10-20 m
(figure 6 a). During a flight with numerous landmarks the navigational error becomes significant and
may result in task failure.

In order to eliminate the positioning accumulative error, it is suggested to make amendments on
the electrooptical complex flight route. This problem can be solved applying automation to the results
of the terrain images registration [4].

The technology assisting in the data processing automation may be the set of algorithm
applying methods for image processing, analyses, contour extraction'” [3-5, 7-10]. The possible
variant of practical application may be Canny algorithm, which is a multi-stage algorithm of image
boundary processing and forming [6]. The basic algorithm stages are: image smoothing, search of
gradients, non-maximum suppression, threshold filtration, hysteresis tracking. For the purpose of
contour extraction for further automatic coupling to the navigational parameters, the real vision images
of terrain in flight were processed using Mathcad software environment (figure 7, 8).
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Fig. 7. Processing of the received images by MathCad operators at the stage of smoothing
the image according to the Canny algorithm

' Premium avionics for general aviation airplanes. Official website Avidyne. Available at: http://www.avidyne.com/
(accessed 15.05.2019).
% Universal avionic systems. Official website Avidyne. Available at: http://www.avidyne.com/ (accessed 15.05.2019).

111



Hayunblii Becruuk MI'TY T'A Tom 22, Ne 05, 2019
Vol. 22, No. 05, 2019

Civil Aviation High Technologies

ImgFiltred = |down < d-233

high « h-233

for isl.n-1
for jel.m-1

I.mgl-"iltredi j «— 233 ff Ki j =zh

othersise
Imgl:'iltredij — 0 1ff I’{ijﬂd

Imgl’iltredij «— 177 otherwise

refurn ImgFiltred

ImgFiltredRotated = rotatel70(ImgFiltred)

Fig. 8. Processing of the received images by MathCad operators at the Canny algorithm’s
double-threshold filtering stage

The results of image processing, following the given laws are shown in Figure 9.

Fig. 9. The results of filtering and selection of contours of images of the terrain by an optical-electronic system when
approaching the first landmark (a) and when approaching the second landmark (b)
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The results obtained:

1. Demonstrate the need to correct and back-up the navigational data obtained from satellite
systems for UAV flights.

2. Determine the approaches for automatic extraction of the most probable position of
reference points, certain objects and contour extraction using Canny algorithm.

3. Help to extract contours and specific points for the particular terrain by changing the
filtration threshold for automatic coupling to the navigational parameters and their correction.

4. Eliminate a number of Caddy algorithm stages. For example, for the computer system
increased efficiency there is no need in gradient calculation and edge soothing. Noise, non-essential
details removal and coupling the image boundaries to form contours is sufficient. The tests proved that
such actions increase the processing speed in MathCad more than two times.

5. Such image registration results obtained by the surveillance electrooptical cameras with
infrared and visible bands allow to distinguish objects, typical for search situations, and to make the
right decisions.

ELECTROOPTICAL COMPLEX PRACTICAL APPLICATION AND CONCLUSIONS

The experiments conducted result in recommendations on the electrooptical complex use and
flight route plotting for search and surveillance tasks:

1. For surveillance and search operations at daytime and at night the electrooptical complex should
contain the on-board flight management cameras and surveillance cameras of multispectral bands.

2. The optimal fuselage design to house the electrooptical complex is the high-wing low
weight airframe.

3. The route turning points should be clearly distinguishable in flight (river knees, road
intersections, elaborate buildings etc.).

4. The first turning point (the initial point en route) should be placed next to the flight origin point.

5. The desired flight track, if possible, must avoid powerlines and other facilities with high
electromagnetic field (position-radar stations, transmit/receive antennae etc.)

To monitor the terrain in near-real time for the purpose of flight incident surveillance the flight
must follow the checklist of special maneuvers (figure 10).

Turn point
Airborne
electrooptical
camera Track
field of view injection
point

Fig. 10. Typical variant of the flight route of the complex

1. Leg — the surveillance of linear objects (bridges, straight parts of the roads, rivers);
2. Circuit path — patrolling in the given area, aerial inspection;
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3. Circle — patrolling in the given area, aerial inspection;

4. Figure eight pattern — patrolling in the given area, aerial inspection;

5. Bank-to-bank reversal — non-linear objects surveillance (non-linear parts of the road, river, etc.);

6. Area — the surveillance of the given area.

The terrain image processing and analyses, colour inversion and image upgrade may be
performed applying Canny algorithm. The results of software processing show that such processing
should be done using the ground equipment, and it should take significantly more time compared to
the current flight image capture time. Based on the image processing results it is possible to make
timely decisions on the search tasks on the ground.
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OIITHUKO-3JIEKTPOHHBIN KOMILJIEKC OIIEPATUBHOI'O
NCCIUIEIJOBAHUA ITOBEPXHOCTHU MECTHOCTH

1 1 1 1
C.Bb. Crykanos ', JI.C. Crykanos', B.1. Konapuxos', P.C.'appromnn
"Mockoscrui 20CY0apCmeEeHHblll MeXHUYECKULL YHUBEPCUMeEM PANCOAHCKOU aguayull,
2. Mocxea, Poccus

B crartbe paccMaTpuBaroTCs IOAXOBI MO UCTIONB30BAHUIO OIITHKO-AIIEKTPOHHBIX CHCTEM B OECITIIIOTHBIX JIETATEIbHBIX amaparax
JUISL 3a71a9 OTIePAaTHBHOTO OOCIIEIOBAaHUS MOBEPXHOCTH MECTHOCTH, MECT W OOBEKTOB JICTHBIX mpowuciiecTBuid. [IpencraBieHo
000CHOBaHHME BHIOOPA CXEMBI TUIaHEpa OECITMIIOTHOTO JICTATENIFHOTO alapara ¥ KOHCTPYKIIH ONTHKO-3JIEKTPOHHOTO KOMILIEKCA.
[pemmoxeHo UCTIONB30BaHNE CXEMBI IDTAHEpa THITA BEICOKOIUIAH ¢ 00JIErYeHHON KOHCTPYKIMeH. 11 IpoBeeHHs HCCIIeI0BaHMI
pa3paboTaH M CO3IaH NPH MOMOIIM CTaHKA C YHUCIIOBBIM IPOTPAMMHBIM YIPaBICHHEM OECTIMIOTHBIN JICTAaTENBHBIN ammapar ¢
BBICOKMMH TI0KA3aTe/SIMU  ad9POJAMHAMHYIECKOTO KaueCcTBa, OOOPYIOBAHHBIA OINTHUKO-3JICKTPOHHOW CHCTeMOW. Pa3paboTaHb
KOHCTPYKLIMKM OOpTOBOrO M HAa3eMHOTo OOOpYyJOBaHMs HCCJIEIOBATEILCKOrO O000pYIOBaHMSl KOMILIEKca. [IpemnoxkeHo
HCIIOJIb30BaHUE TIOJICTHBIX KypCOBOW M 0030pHON OOKOBOM ONTHKO-3JICKTPOHHBIX KaMep, a TAKKE HUCCIICOBATEIBCKUX ONTHKO-
ANICKTPOHHBIX KaMep HIDKHEH ToNycdepsl BUIMMOTo U HH(PPAKPACHOTO HAMA30HOB, YTO OOSCIICYNBACT BUIICHUE B THEBHOE U
HOYHOE Bpems. [IJisi BBIIONHEHHS MPOCMOTPa M UCCICHOBAHKS TIOBEPXHOCTH MECTHOCTH HCIIONB3YIOTCS JIBE Kamephl 0030pa
HIDKHEH monychepsl nHPPaKpaCHOro ¥ BHAMMOTO JIHAa30HOB, BCTPOCHHEBIC CHH3Y B (DIO3EISDK OCCITHIIOTHOTO JICTaTENTHBHOTO
ammapara. [IpoBeieHp! JIeTHbIE SKCIIEPUMEHTHI TI0 IPIMEHEHHIO ONTHKO-3JIEKTPOHHOTO KOMIDIEKCa ¢ TIOJIETOM TI0 MapHIpyTy IO
CHCTEME CIyTHHKOBOW HABUTALMA M aBTOMATHYECKMM BO3BPaTOM. YCTaHOBJIEHO, YTO JUISI TOYHOTO BBIXOA HA OPHEHTHPHI
MapupyTa TpeOyeTcss KOPPEeKIMs HABHTAIMOHHBIX TAHHBIX. YCTpaHEeHHE HAKAIUTMBAEMOW MOTPEITHOCTH IMO3HIIMOHUPOBAHMUS
MpeyIaraeTcs BRIIOIHUTH ABTOMATH3UPOBAHHO, ITyTEM PETUCTPaH H300paKeHHI MECTHOCTH OIITHKO-3JICKTPOHHOM CHCTEMOH C
BBIZICTICHHEM HX KOHTYpPOB M OpueHTHpoB. [IperncraBneHpl pe3yibTaTel 00paboTKu n3o0paxkeHuii mo amroput™my Canny,
MOTyYEHHBIX B XOZI€ JIETHBIX SKCIIEPHMEHTOB. J[aHbI peKOMEHIAIMHN TI0 TIPAKTHIECKOMY HICTIOIB30BaHHIO AJITOPUTMa 00PabOTKI
n300paxkeHnit ¢ y4deroM Tpedyemoro ObicTponedcTBust. Jlysi peleHusi 3a7ad ONEpaTHMBHOIO IPOCMOTpa M HCCIIEOBaHUS
MECTHOCTH MPOBENICHO KCCIICMOBAHUE PA3IMYHBIX MapIIPyTOB Moyiera. Ha OCHOBaHWM TPOBEICHHBIX JKCIICPHMEHTOB JaHBI
PEKOMEHIAIUY 10 MPUMEHEHUIO KOMILIEKCa M MOCTPOSHHIO MapIIpyTa IOJieTa B HUCCIEOBATeNbCKUX 3aadax ONEepaTUBHOIO
TTOMCKOBOT'O XapaKTepa.

KnioueBble ciioBa: ONTHKO-3IEKTPOHHBINA KOMILIEKC, OeciioTHbIe JerarenbHble ammaparsl (BIIJIA), neTHslil skcrepuMeHT,
KOPPEKLIS HABUTAIIMOHHBIX TIapaMeTPOB, 00paboTKa N300paKeHHIH.
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